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A molecular dynamics simulation performed with theGROMOSmolecular dynamics program of the tripeptide
L-tryptophan,N-@N-~5-oxo-L-prolyl!-L-leucyl#-methyl ester~Glp-Leu-Trp-OCH3) was fully analyzed. The
computation of dynamical nonlinear techniques to describe a potential energy time series, based on recurrence
plot methodology, highlighted otherwise hidden features of the molecular dynamics in the equilibration phase.
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PACS number~s!: 87.15.He, 02.70.Ns

The development of nonlinear dynamics has enlarged the
range of possible means to describe time series with respect
to the traditional statistical ones such as the mean and stan-
dard deviation or classical spectral techniques such as Fou-
rier analysis@1–6#. These methods are all based on an em-
bedding procedure performed on the time series; in the case
of molecular dynamics~MD! simulations the potentially
most relevant techniques are those not requiring the station-
arity of the series@1,4,5#.

Recurrence plot analysis~RPA! is a technique that was
originally developed by Eckmann, Kamphorst, and Ruelle
@1# as a purely graphical descriptive tool to analyze dynamic
processes without any stationarity constraint. Recently, Web-
ber and Zbilut demonstrated the high sensitivity of this tech-
nique in the detection of subtle state changes of the studied
dynamics@4,7#.

RPA is based on the computation of the distance matrix
between the rows of the embedding matrix corresponding to
the studied series. The distance matrix gives a general picture
of the autocorrelation structure of the series and permits one
to derive useful information about the dynamics. The local
character of the distance function, upon which RPA is based,
makes the technique particularly suited to detect fast tran-
sients in the dynamics.

In the present study, we use this technique in the analysis
of the time series generated by MD. The automatic charac-
terization of the MD experiments becomes crucial, especially
when the simulation is performed on large molecules and/or
for long simulation times: in all these cases, the amount of
data makes a global ‘‘classical’’ analysis of data very diffi-
cult.

In order to check the usefulness of this technique in MD
studies, use was made of a model both sufficiently simple to
be able to interpret the obtained results and sufficiently rich
to justify the use of a sophisticated data analysis tool.

For these reasons we chose as a model system a simple
biologically active tripeptide~Glp-Leu-Trp-OCH3) @8# @Fig.
1~a!#. This molecule probably does not undergo a continuous
conformational rearrangement of the peptide backbone when
interacting with biological systems and discrete structures
can be detected.

The presence of an intramolecular hydrogen bond can be
hypothesized as the main structural characteristic of this
molecule that causes the stabilization of ag turn. A turn is
defined as a site where the peptide chain reverses its overall
direction @Fig. 1~b!#. The termg indicates a turn three resi-
dues long@9#. The hypothesizedg turn is stabilized by a
hydrogen bond between the CvO residue of the Glp and the
NH of the Trp @Figs. 1~a! and 1~b!#.

Turn structures have been proposed often for other small
peptides with a similar structure in solution. This particular
conformation has been reported already in many cases of
proline containing peptides such as Pro-Leu-Gly-NH2

@10,11#, Val-Pro-Gly-Gly @12#, and Gly-Pro-Val-Gly @12#
~Glp: 5-oxoproline; Leu: leucine; Trp: tryptophan; Val: va-
line; Pro: proline; Gly: glycine!. We analyzed the final part
of equilibration following a simulated annealing of the trip-
eptide.

Following the hypothesis of the intramolecular hydrogen
bond, we performed a restrained MD simulation where the
distance between the aromatic moiety of tryptophan and the
ring of Glp was limited. We chose the potential energy value
to describe our dynamical simulation. The advantage of us-
ing potential energy is twofold: from a technical point of
view, working with a single variable permits one to consid-
erably reduce the computational burden with respect to the
classical use of the subsequent positions in time of all the
atoms in the system. From an interpretation point of view,
the use of a meaningful physical parameter, as potential en-
ergy is, provides a complementary view with respect to the
positional information. Energy is both a global descriptor of
the system and an easily interpretable ‘‘physical observ-
able.’’

The analysis of average potential energy in the chosen
range of equilibration highlights a slightly decreasing trend
in the time series, not provoking substantial conformational
changes, thus pointing to the existence of only one preferred
conformation: as expected the hydrogen bond stabilized the
conformation in an inverseg turn.

Nevertheless, in the same time interval, the RPA param-
eters highlighted the existence of considerable oscillations
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other than the slight drift of the energy. These oscillations
are visible at a window size in which the average values of
potential energy only register the drift and most likely cor-
respond to the substates@13,14#.

MOLECULAR DYNAMICS SIMULATION

Molecular dynamics simulationsin vacuowere performed
with the GROMOS molecular dynamics program@15#. The
applied empirical potential energy function contains terms
representing bond angle bending, harmonic dihedral angle
bending ~out-of-plane, out-of-tetrahedral configuration!,
sinusoidal dihedral angle torsion, van der Waals, and elec-
trostatic interactions@16#. A dielectric constant,«51, was
used and the cutoff radius for the nonbonded interactions
was chosen in order to include all interactions. Between the
protons attached to C-3 and C-4 of the ring of Glp and C-4,
C-5, and C-6 of the Trp an attractive half-harmonic restrain-
ing potential was applied to force the molecule in a turn:

VDR~dkl!5H 1
2KDR~dkl2dkl* !2 if dkl.dkl*

0 if dkl<dkl* ,

whereKDR is the force constant~10 kJ mol21 Å 22), dkl is
the distance between protons, anddkl* is the reference dis-
tance~5 Å!. To hinder thecis-transpeptide isomerization at
high temperature@17# a dihedral angle restraining potential
was included in the force field:

Vda5~f l ,d l !5Kda@11cos~nlf l2d l !#,

with Kda , the force constant,510 kJ mol21.
For the evaluation of this potential all protons were

treated explicitly. For all other terms only protons attached to
nitrogen or oxygen atoms were treated explicitly. A bond
stretching term was not included in the calculation; the
SHAKE @18# algorithm was used to constrain bond lengths.
The initial conformation of the MD simulation was a random
one. All atoms were given an initial velocity obtained from a
Maxwellian distribution at the desired initial temperature.
The rescaling of the temperature during the run was obtained
by a coupling with an external bath@19# with a time constant
t50.1 ps. A time step of 0.002 ps was used in the simula-
tion.

The search for the structure that accounts for the restraints
was performed by the simulated annealing procedure@20#,
based on a high-temperature run followed by a slow cooling.
Several simulated annealings were performed. They differed
by the presence of different sets of restraints and by a start-
ing point that occurred at different times of high-temperature
simulation. The common procedure was the following: a first
40-ps simulation atT5800 K was performed with no inclu-
sion of the restraining potentials. It was followed by a 20-ps
simulation atT5800 K including the restraining potential.
The simulated annealing was performed in 50 ps with the
final temperature at 300 K. Finally the system was equili-
brated at 300 K for 190 ps. The last 30 ps were used for
analysis.

DATA ANALYSIS

The potential energy series relative to the equilibration
was submitted to a ten-dimensional embedding. The embed-
ding space was constructed by the method of delays@21#: the
space is generated by the construction of a multivariate ma-
trix having as columns the original series shifted by a fixed
lag consecutively applied to the series. The embedding di-
mension equals the number of columns of the matrix. For
example, given the series 10, 11, 21, 32, 41, . . . the corre-
sponding three-dimensional embedding space at a lag of 1 is

10 11 21

11 21 32

21 32 41

32 41

41

The rows of the embedding matrix correspond to subsequent
epochs of lengthn ~embedding dimension!. In our case the
lag was equal to 1 and correspondent to 0.05 ps.

The choice of ten-dimensional embedding was dictated by
independent results obtained by a singular value decomposi-
tion ~SVD! of the positions of atoms during the final part of

FIG. 1. ~a! Schematic linear representation of the peptide Gpl-
Leu-Trp-OCH3 . The points 1 and 2 are the sites involved in hy-
drogen bonding.~b! Bent structure (g turn! as obtained by re-
strained molecular dynamics simulation of the peptide. The broken
line represents the hydrogen bond. Only the hydrogen atoms at-
tached to nitrogen and oxygen are shown.
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the simulation following the method of principal components
analysis@21–26#; ten components explained 91% of total
variability. In any case, the choice of the dimensionality of
the embedding is consistent with the existence of four inde-
pendent oscillators@21#.

On the embedding matrix we applied the RPA. The RPA
is based on the computation of a distance matrix between the
rows ~epochs! of the embedding matrix of a time series. This
distance matrix is displayed by darkening the pixel located at
specific (i , j ) coordinates, which corresponds to a distance
value betweeni and j rows ~epochs! lower than a predeter-
mined cutoff. The features of the distance function make the

FIG. 2. ~a! ‘‘Cooling phase.’’ A recurrence plot for potential
energy~45–200 ps of simulation!. A total of 3100 data points has
been used. The embedding dimension was 10. The abscissa and the
ordinate of the plot correspond, respectively, to the rows (i ) and the
columns (j ) of the distance matrix based on the embedding matrix,
therefore the main diagonal of the plot corresponds to the line of
identity of the points.~b! ‘‘Equilibration phase.’’ A total of 600
points has been used~270–300 ps of simulation!.

FIG. 3. ~a! Graph of the potential energy measured in the range
270–300 ps, corresponding to the equilibration phase.~b! Moving
average representation of the potential energy~50-point window! in
the equilibration phase. The figures is consistent with~a! in terms of
time. The horizontal axis reports the epochs corresponding to a
50-point window beginning at each selected time point.~c! Moving
average representation of the potential energy~200-point window!.
The moving average procedure substitutes to the real value of po-
tential energy at each time point a mean value relative to a prede-
termined window~epoch!. This makes not directly appreciable the
correspondence between the time points~horizontal axis! and the
vertical axis. For this reason we prefer not to give an explicit di-
mension unit to the horizontal axis.
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plot symmetric (Di , j5Dj ,i) and with a darkened main diag-
onal correspondent to the identity line (Di , j50, i5 j ). The
darkened points individuate the recurrences~recurrent
points! of the dynamical process and the plot can be consid-
ered as a global picture of the autocorrelation structure of the
system under study@1,4#.

Besides the global impression given by the graphic ap-
pearance of the plot, Webber and Zbilut@4# developed five
quantitative techniques to describe the recurrence plot, which
were demonstrated to be very useful in quantifying the evo-
lution of the studied dynamical process.

The technique we took into account was percent recur-
rence~REC!, which quantifies the percentage of the plot oc-
cupied by recurrent points. The changes of REC along the
simulation were displayed by a continuous averaging along
the time series. In order to study the evolution of the poten-
tial energy during the simulation we performed two separate
analyses with two different moving average window sizes of
200 and 50 points, respectively. The consecutive windows
were largely overlapped, the frame being shifted one point at
a time; i.e., in the case of a 200-point frame, the first window
started at point number 1 and ended at point number 200, the
second window started at point number 2 and ended at point
number 201 and so on; in the case of the 50-point window,
the first frame went from 1 to 50, the second frame from 2 to
51, and so forth.

This use of moving average is common in dynamical
studies and has some advantages with respect to the choice
of contiguous windows. The main advantages are the possi-
bility of direct comparisons of graphs relative to different
choices of window size and the elimination of edge effects
@3,27,28#.

Averaging at different window sizes corresponds to filter-
ing the series for different rhythms@28#. The smaller the
window size, the more rugged the relative graph, for the
obvious reason that each new window differs from the pre-
vious one for a major relative proportion of information~in
our case 1/50 versus 1/200!. This fact, in analogy to a renor-
malization group approach, makes the large window graphs
more linked to the long range order parameters with respect
to the small window ones, which are more dominated by fast
noisy oscillations@29#.

The global dynamic characteristics of the cooling phase
and the final part of the equilibration phase are made evident
by the recurrence plots@Figs. 2~a! and 2~b!#. The presence of
a very strong main order parameter~temperature drift! in the
cooling phase constrains all the recurrences along the main
diagonal of the plot. This behavior corresponds to the exist-
ence of strong similarities in potential energy only between
points very close along the time axis@Fig. 2~a!#. During the
equilibration phase the drift is much weaker and the tempera-
ture is almost constant, thus allowing the presence of simi-
larities in potential energy time series between points distant
in time, generating the intermingled ‘‘correlation texture’’ of
Fig. 2~b!.

The time series relative to the equilibration phase was
dynamically shuffled randomly changing the relative posi-
tion of the values inside each row of the embedding matrix
@4#. This procedure keeps the statistical characteristics of the
time series invariant while altering the phase information
exquisitely linked to the dynamics. We performed 30 reshuf-

flings of the series; this procedure gave rise to dramatic
changes of recurrence, which are reported in terms of mean
6standard deviation~unshuffled recurrence is 13.1%;
shuffled recurrence is 24.361.6). These results point to the
existence of a meaningful dynamics even in the equilibration
phase according to the Frauenfelder hypothesis@13,14#.

The average potential energy dynamics of the equilibra-
tion phase was monitored by means of the moving average
approach described previously using as variables a statistical
parameter~mean of the potential energy! and a dynamical
technique~percent recurrence!. The comparison between the
raw potential energy data and the moving average ones for
50 and 200 windows, respectively, highlights the effect of
window size@Figs. 3~a!–3~c!#.

The moving average procedure makes the drift apparent
even at the small window size. The large window, averaging
out a bigger amount of rapid fluctuation than the small one,
enhances the general trend of the data@29#. The SVD of the
potential energy time series computed on the embedding
space @21# highlighted a first nonoscillating component
~drift!, which explains 37% of the total variability, confirm-
ing the graphic impressions given by Fig. 3. The percent
recurrence~REC! relative to the large window size@Fig.

FIG. 4. ~a! Percent recurrence~REC! relative to the large win-
dow size~200 points!. ~b! Percent recurrence~REC! relative to the
small window size~50 points!.
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4~a!#, shows very large fluctuations in the considered part of
the time series. In the same scale the mean value of the
potential energy is approximately constant with only the very
slight drift made evident@Fig. 3~c!#.

The ‘‘small window’’ plot @Fig. 4~b!# is more rugged than
the ‘‘large window’’ one; consequently the state transitions
in correspondence with the REC fluctuations are related to
‘‘faster’’ effects. In natural settings, different from the arti-
ficial character of molecular dynamics, these fluctuations are
more dominated by noise than the large window ones@29#.

The possible structural implications of the REC oscilla-
tions are to be explored on a case-by-case basis. More gen-
erally it should be noted that the oscillations in REC point to
state transitions in the dynamics that are potentially interest-
ing @4,7#.

In this work we show that RPA detects changes of states
~rhythms! that are potentially informative in analyzing a MD
simulation. The movements of the discrete parts of the mol-
ecule can be compared to the various musical instruments
playing in an orchestra. In this view the conformation can be
defined as a melody that is characterized by a general rhythm
~first component of singular value decomposition! and sub-
states to be seen as variations on this unique theme, recog-
nized also for little changes in the instrument part~features
detected by RPA!.

We point out that only in cases of very small molecules is
it possible to assign the variation in the conformations to a

particular and unique element in the molecular structure,
while, in general, variations are due to collective motions.
This, however, is not relevant if the scope of inquiry is to
detect dynamic variations of molecular structure simulation
that are not associated with large fluctuations in potential
energy, i.e., concerted movements for interaction, or to de-
tect substates@14#.

The use of potential energy for this approach is, in our
opinion, a crucial point. Until now the potential energy was
viewed, in MD studies, only as an indicator of the relative
proximity to a minimum: only the ‘‘drift’’ of this parameter
was taken into consideration. The potential energy drift was
used to check the possibility to perform ‘‘average’’ measures
as thermodynamical ones.

With the increase in sensitivity due to RPA analysis we
can observe the ‘‘shape’’ of the potential energy trajectory in
terms of temporal ‘‘texture.’’ This texture can be identified
as the image of the oscillation of the system between differ-
ent substates.
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